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Abstract

The autonomy of software agents and the consideration of
its intentional states have led us to consider the issue of di-
vergences and defects in the declaration of will of the soft-
ware agent. Nevertheless, there is a topic that still requires a
legal and artificial intelligence combined analysis since the
acting of autonomous software agents brings along the is-
sues of guilt and negligence. In this paper we will try to
identify the concepts of guilt and negligence and its various
different levels, both in civil and criminal domains, and
from these we will try to enquire if there is any possibility
of developing a system of knowledge representation and
reasoning, under a formal framework based on Logic Pro-
gramming, allowing the evaluation and representation of the
possible levels of guilt in the actions of autonomous soft-
ware agents.

In order to accomplish this representation, we have to take a
look at the civil and criminal general legal theory on guilt
and to distinguish the different possible levels of guilt en-
compassed in the actions of software. Of course we are
aware that often it will not be an easy task to distinguish dif-
ferent behaviours and to relate them with different environ-
mental conditions and, from these, to try to understand the
reasons that led the software to adopt a certain behaviour

(Sartor, 2009; Pereira & Saptawijaya, 2016)" — it is under-
standable that there may be different conditions in similar
situations, with intricate relations and the available data may
be incomplete, contradictory and/or default, either in quali-
tative or quantitative terms. In order to overcome these
drawbacks, we shall have to apply reasoning techniques and
knowledge representation to set the structure of the infor-
mation and the associate inference mechanisms. We will use
a Logic Programming based approach to knowledge repre-
sentation and reasoning, complemented with a computation-
al framework based on Artificial Neural Networks (Martins
et al, 2015).

Nowadays, software is no more just an instrument that hu-
mans use in order to accelerate the speed at which electronic
transactions occur. In the new platforms of electronic com-
merce, software has a much more proactive role, since it can
initiate negotiation and play different roles related to negoti-
ation and entering into contracts, often without any human
intervention. Software became thus an active participant in
commerce (Weitzenboeck, 2001) and humans may not have
the consciousness that a contractual negotiation was initiat-

' The complexity of recognizing intentions in software behavior must be
acknowledged (Pereira & Saptawijaya, 2016:143-144).



ed or the contract celebrated’. This can lead to divergences
and defects in the declaration of will. From a legal stand-
point, article 483 of the Portuguese Civil Code usually re-
quires “dolus or mere guilt” for the consideration of liabil-
ity, being the possibility of liability without guilt exception-
al and only considered whenever expressly accepted by law.
Traditionally, guilt has been defined as a criteria of imputa-
tion of the act to the agent (Leitdo, 2013). A requirement for
this imputation would be either (in a psychological sense)
the consideration that the act arises from the (free) will of
the agent, or (in a normative sense) as judgement of the ac-
tor being blamed by his behaviour (Leitdo, 2013). We must
also consider the moral permissibility of certain actions
mainly in dilemma situations (Pereira & Saptawijaya, 2016)
For this connection to be established it must be stated that
the agent adopted a certain behaviour but, according to law,
should have adopted a different behaviour (Leitdo, 2013),
although in the case of software agents it might be question-
able whether or not software agents are supposed to abide to
legal norms”.

In this normative sense we should have to consider a con-
cept of “due diligence” (Leitdao, 2013) which may be diffi-
cult to encompass in the case of the acts of software agents.
Greater difficulty arises when discussing the possibility of
criminal liability of software agents. The concept of guilt in
criminal theory is one riddled with doubts that fuelled great
debates among legal theorists. In common law, criminal lia-
bility depends upon proving not only the actus reus but also
the mens rea of a crime. Each crime can be divided into two
elements, actus reus and mens rea, the first being translated
into a guilty act and the second into a guilty mind. So, there
must be a blameworthy state of mind if someone is to be
held criminally liability. This state of mind can either be in-
tention (direct and oblique), knowledge, recklessness or
negligence (Ormerod & Laird, 2015), depending on how the
crime is worded in law and its legal requirements. When we
shift our attention towards civil law countries, the blame-
worthy states of mind are categorized differently: dolus,
which is divided into dolus directus, dolus indirectus and
dolus eventualis, and negligence, split into conscious (ad-
vertent) negligence and unconscious (inadvertent) negli-
gence (Dias, 2012). The frontier between different states of
mind is frequently hard to trace, especially for the civil law
judge when in doubt between dolus eventualis and con-
scious negligence. For this reason we propose a Logic Pro-
gramming based approach to knowledge representation and
reasoning, complemented with a computational framework
based on Artificial Neural Networks, as a tool for judicial
decisions.
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Abstract

This paper describes the foundations of the LIEBOT pro-
ject, whose objectives are to implement a lying chatbot and
to investigate the chances and risks of immoral machines.

Introduction

The category of simple immoral machines includes so-
called Munchausen machines (Bendel 2015), that is to say
machines and systems that systematically produce lies. A
concrete manifestation of this category is a chatbot that
tells an untruth, like the LIEBOT. The LIEBOT project,
which is discussed in this paper, is based on preparatory
works by the scientist who already initiated the GOOD-
BOT, a simple moral machine (Bendel 2013a). A business
informatics student was contracted in early 2016 to imple-
ment the LIEBOT as a prototype in the scope of his gradu-
ation thesis, as an extension of the preparatory works.

The objective of the LIEBOT project is to give practical
evidence of the potential of lies and risks of natural lan-
guage systems. Online media and websites create or aggre-
gate more and more texts automatically (robo-content) and
robo-journalism is growing. Natural language dialog sys-
tems are becoming very popular (Aegerter 2014). Can
these systems be trusted? Do they always tell the truth? It
is possible for producers and providers to avoid Mun-
chausen machines and for users to detect them.

The LIEBOT is available as a chatbot on the website
liebot.org. It has been programmed in Java, with the
Eclipse Scout Neon Framework. The chatbot tells lies in
areas of all kinds, and concentrates on two specific fields
of application: energy drinks and Basel as a tourism region.
It has a robot-like, animated avatar whose nose for exam-
ple grows like Pinocchio’s if an untruth is produced.

Lying Machines

Whether or not machines are really capable of lying to us
(or to other machines) is the subject of controversial dis-
cussion. The book “Kénnen Roboter liigen?” (“Can robots

lie?””) by (Rojas 2013) contains an essay under the same
title. The expert on Al declares that, according to Isaac
Asimov’s Laws of Robotics, a robot must not lie. The hero
of “Mirror Image”, written by the famous science fiction
author, does not share this opinion (Asimov 1973). Based
on further considerations, Rojas comes to the conclusion:
“Robots do not know the truth, hence they cannot lie”
(Rojas 2013). However, from a human perspective, if a
machine intentionally distorts the truth, what should we
call this, if not a “lie”? In his article “Kdnnen Computer
ligen?” (“Can computers lie?”) (Hammwdohner 2003)
designs the Heuristic Algorithmic Liar, HAL for short,
whose intention it is to “rent out as many rooms as possible
at the highest possible rates”. Further research topics are
automatic deception and misleading (Wagner and Arkin
2011; Shim and Arkin 2013) and machines that suggest
statements which may be true and false and that learn by
human feedback like the Twitter bot Nell (user name
@cmunell).

Strategies of Lying

A language-based machine will normally tell the truth, not
for moral but for pragmatic reasons. This refers to pro-
grams and services meant to entertain, support and inform
humans. If they were not reliably telling the truth, they
would not function or would not be accepted. A Mun-
chausen machine is a counter-project (Bendel 2013b).
Knowing or assuming the truth, it constructs an untruth.

In (Schwegler 2016) a total of ten strategies are de-
scribed:

1. Lies by negating

2. Lies by using data bases with false statements

3. Lies by reducing

4. Lies by extending

5. Lies through random exchange of information

6. Lies through the targeted exchange of information
7. Lies by changing the tense

8. Lies by changing the comparison forms

9. Lies by changing the context

10. Lies through manipulation of the question



Some of these strategies lead inevitably to lies, others
are more like experiments, at the conclusion of which an
untruth may appear, but does not have to. The majority of
the strategies were implemented in the LIEBOT project,
sometimes in combination. They were also equipped with
different probabilities, so that lying does not always occur
in the dialogs. To illustrate the implementation, we explain
strategy 6 partly in detail: the exchange of terms with anto-
nyms and co-hyponyms, as well as methods of information
extraction.

First, we describe the implementation of the production
and use of co-hyponyms, based on WordNet (Princeton
University). WordNet provides functionalities to determine
a hypernym (father element) and a hyponym (child ele-
ment). The direct determination of possible co-hyponyms
(sibling elements) is not supported. The LIEBOT imple-
ments not only the generation of co-hyponyms, but carries
this one step farther: rather than generating sibling ele-
ments, it generates cousin elements, i.e., elements with a
common grandparent (hyper-hypernym). This provides
more variety and more interesting untruths. To determine a
co-hyponym within the hierarchy, from the starting point
(“car”), the hypernym (“motor vehicle”) is determined.
From this hypernym we determine the next higher hyper-
nym (“self-propelled vehicle”). This becomes the starting
point for the random discovery of one of its hyponyms
(e.g. “locomotive™), excluding the previous hyponym
(“motor vehicle”). From the newly discovered hyponym,
we select a random hyponym (e.g. “electric locomotive™).
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Fig. 3: Excerpt from WordNet

Originally, only one hypernym was determined and then
one of its remaining hyponyms randomly selected. Howev-
er, because the hierarchy has many levels, the terms were
often too similar. For this reason, an implementation over
two levels of the hierarchy was carried out. Strictly speak-
ing, the returned terms are co-hyponyms of second order.

In the following — also with reference to strategy 6 — we
describe a procedure to extract information where a search
engine and the proposal service of a provider are used as
an unstructured form of knowledge representation. First, a
user’s question is directed to the search engine Yahoo. The
answer to the query is given, again, to the search engine.
The result page of the second search request contains a

section entitled “People also search for”. The LIEBOT
chooses the first entry from this section for further pro-
cessing. For example, the user asks the chatbot: “Who is
the President of the United States?” The LIEBOT forwards
this and the search engine returns “Barack Obama”. When
this name is entered in Yahoo, the section “People also
search for” displays various other terms. The LIEBOT uses
one of these terms, for example “Donald Trump”, as its
answer; according to the Munchausen machine, the Presi-
dent of the United States is Donald Trump, which was
certainly a lie in summer 2016.

Of particular interest in these examples is that normal
human strategies are transgressed in favor of genuine ma-
chine lies. These are not only a vulgar imitation of human
practice, but a new dimension of machine hubris.

From Immoral to Moral Machines

Science can be interested in a Munchausen machine for a
variety of reasons. One obvious research topic is simply
the creation of immoral machines. We can multiply the
moral agents, which is, from the perspective of machine
ethics, a benefit for itself — and we can use the findings to
discover ways to detect bad machines, and to uncover
untruths told by natural language dialog systems.

The LIEBOT project explains in detail how machines
can be programmed to lie, and thus points to the risks that
occur in mechanically-generated content. In addition,
(Schwegler 2016) discusses how developers can ensure
that their machines tell the truth by accessing reliable
sources and protecting knowledge bases from enemy at-
tacks, as well as how users can recognize such systemati-
cally lying machines.

Conclusion and Outlook

The LIEBOT was created with a view to the media and
websites where production and aggregation is taken over
more and more by programs, with a growing number of
chatbots, social bots and virtual assistants. It shows the risk
of machines distorting the truth, either in the interest of
their operators or in the wake of hostile take-overs.

This research is our first step in considering how to
avoid abuse of this kind. Some communities have objec-
tions to automated functions. These objections will not
diminish as long as machines lie and cheat. Simple immor-
al machines like the Munchausen machines, specifically
the LIEBOT, could assist critical review of the promises
made by persons and organizations and could support the
optimization and future development of simple moral ma-
chines at the same time. We seek not only to contribute to
the field of machine ethics, but also to making the engi-
neered world more credible.



References

Aegerter, A. 2014. FHNW forscht an “moralisch gutem” Chatbot.
Netzwoche, 4/2014, 18.

Asimov, I. 1973. The Best of Isaac Asimov. Sphere, Stamford
(Connecticut).

Bendel, O. 2015. Kénnen Maschinen liigen? Die Wahrheit tber
Minchhausen-Maschinen. Telepolis, March 1, 2015. http://www.
heise.de/tp/artikel/44/ 44242/1.html.

Bendel, O. 2013a. Good bot, bad bot: Dialog zwischen Mensch
und Maschine. UnternehmerZeitung, 7 (2013) 19, 30-31.

Bendel, O. 2013b. Der Ligenbot und andere Miinchhausen-
Maschinen. CyberPress, September 11, 2013. http://cyberpress.de
/wiki/Maschinenethik.

Hammwohner, R. 2003. Kénnen Computer liigen? Mayer, M. ed.
Kulturen der Lige. Béhlau, Kéln, 2003, 299-320.

Rojas, R. 2013. Kénnen Roboter liigen? Essays zur Robotik und
Kunstlichen Intelligenz. Heise Zeitschriften Verlag, Hannover.

Schwegler, K. 2016. Gefahrenpotenzial von Liigenbots. Bachelor
Thesis. School of Business FHNW, Olten.

Shim, J., and Arkin, R. C. 2013. A Taxonomy of Robot Decepti-
on and its Benefits in HRI. Proceedings of the 2013 IEEE Inter-
national Conference on Systems, Man, and Cybernetics, 2328—
2335.

Wagner, A. R., and Arkin, R. C. 2011. Acting Deceptively: Pro-
viding Robots with the Capacity for Deception. International
Journal of Social Robotics, January 2011, Volume 3, Issue 1, 5—
26.



Is Morality the Last Frontier for Machines?

Bipin Indurkhya

Jagiellonian University, Cracow (Poland)

bipin.indurkhya@uj.edu.pl

Introduction: As autonomous decision-making systems
are becoming more and more commonplace — from self-
driving cars, to military robots, including drones, to social
companion robots including sex robots — they are rapidly
encroaching into domains where moral and ethical values
play a key role. For example, a self-driven car, on sensing
a mechanical failure, may have to decide whether to hit
some pedestrians, or drive into a ditch thereby risking the
lives of its occupants. A military robot may have to decide
whether to fire a shell at a house where a terrorist and also
five other possibly innocent people are hiding. (This was
the theme of a recent movie Eye in the Sky.) A companion
robot may have to decide whether to lie to the companion
human with a terminal disease about whether they will
recover. These issues have ignited an intense
interdisciplinary discussion on how machines should be
designed to handle such decisions, and if machines should
handle such decisions at all (Arkin, Ulam & Wagner 2012;
Levy 2007; Lin, Abney & Bekey 2011).

Indeed, some researchers have argued that that the
domain for ethical decisions is essentially a human forte,
and a machine ought not to venture in there (Bryson 2016).
They have argued that machines should be deliberately
designed to make it obvious that they are machines, so that
no moral agency is attributed to them. Not completely
sidestepping this debate, I would like to raise two issues
that raise doubts about this position.

Emergence of human-robot blends: The current debate
on whether machine can be moral agent or not is based on
assuming a clear separation between robots and humans:
robots are machines designed by humans using mechanical
and electronic components; humans are biological beings
who are born with some genetic dispositions inherited from
the parents, and develop their cognitive functionalities over
time. However, this boundary is being blurred slowly. On
one hand, people are incorporating robotic components in
their bodies and brains to increase their physical and
cognitive abilities (Schwartzman 2011; Warwick 2003,
2014). On the other hand, researchers are designing
machines and robots using biological material (Ben-Ary &

Ben-Ary 2016; Warwick 2010). At the moment, the state-
of-the-art is still far from generating a human-robot blend
that would be hard to classify as a robot or a human, but it
might soon become a reality. In such situations, it would be
hard to say who is a moral agent and who is not.

Machines are susceptible for hacking: It is sometimes
argued that robots, especially military robots, should not be
completely autonomous because they can be hacked (Lin
2011). This, however, is a problem with humans as well.
Ever since the dawn of history, there have been many
examples where some human was bribed or blackmailed
into turning against their own side, or change their moral
stance. (Consider Judas, Brutus, Alfred Redl, Harold Cole,
Mir Jafar, Aldrich Ames, and so on.) So this cannot be a
basis for denying machines the moral agency.

In the rest of this paper, I would like to focus on a more
pragmatic issue. Assuming that the development of
technology cannot be stopped by making such laws etc. —
indeed, there are already companion robots that interact
with people in a human-like way and try to fulfill their
social needs — the issue I will address is how to make
their decisions acceptable to humans. In this regard, I will
consider two factors.

Sophie’s choice effect: What does a human do when
confronted with two choices that are both horrifying? I
refer to this as Sophie’s Choice effect based on the film
with this title, where a Nazi officer forces a Polish mother
(played by Meryl Streep) to choose one of her two
children, whose life would be spared. One can find many
similar real-life cases, especially during natural disasters
like earthquakes and floods, or during man-made disasters
like wars. No matter what one chooses, such decisions
usually leave a deep psychological scar and can traumatize
the person for the rest of her or his life.

This issue has been explored extensively in recent years
as what is known as the trolley problem and its variants
(Bruers & Braeckman 2014; Navarette et al. 2012; Nucci
2013). These experiments, however, do not reveal what a
person would actually do in such a situation, what



psychological trauma they will face as a result of it, and
how they justify their choices. Sometimes they provide
some justification, but then varying the experimental
conditions show that they do not necessarily act according
to their own justification (Bauman et al 2014).
Nonetheless, these experiments provide fodder for how
autonomous machines like self-driving car might be
programmed with moral rules (Brogan 2016).

Such dilemmas are also faced by governments and social
groups, often in war campaigns, in starting big construction
projects like dams, in social projects like relocating slums,
and so on. In such situations, some public justification is
often provided, though, in almost all such cases it is not
accepted by everyone. Perhaps the most well known case
may be the justification put forth by the US Government
for dropping nuclear bombs on Hiroshima and Nagasaki,
namely that it saved lives of American as well as Japanese
people (Morton 1960). We can learn from such
explanations as to what is acceptable or not acceptable by
social groups. A very useful case in point is the
development of Triage system to determine the priority of
medical treatment of patients, which is widely used
(Iserson & Moskop 2007; Moskop & Iserson 2007;
Robertson-Steel 2006).

Is morality the last frontier? Humans generally show a
reluctance to accept machine superiority. Almost always,
humans have challenged the machine when it makes a
foray into some human domain. There is the legend of
John Henry, who competed with a steam-powered
hammer, won the contest, but then died immediately after
as his heart gave out. Deep Blue defeated the reigning
world champion Garry Kasparov in 1997, but some claim
that the computer does not ‘understand’ chess because it
does not play as humans do (Linhares 2014). More
recently, in 2011, the computer system Watson won the
quiz game Jeopardy against the best humans, but many
scholars deny that it has any ‘understanding’ of the
questions or related concepts (Searle 2011). So it is not
surprising that morality, where machines have yet to
demonstrate their superiority in some way, is considered
off limit for machines.

When we extract the cognitive mechanism underlying
some human behavior, and make an algorithmic version of
it, people generally do not accept it. There are several
examples that illustrate this human trait. Consider the use
of actuarial tables in making parole decisions. Evidence
has been put forth to show that actuarial tables are more
reliable than human experts, but their role in legal
decision-making is still being disputed (Dawes, Faust &
Meehl 1989; Krauss & Sales 2001; Litwack 2001; Starr
2014).

There are two major limitations of these statistical
methods, or algorithmic methods based on behavioral

experiments with the participants. One is that they reflect
past biases and prejudices of the participants. So, in this
respect, they do not model the Kuhnian revolutions of
social norms (Indurkhya 2016). Consider, for instance, the
work of Ni et al. (2011), who trained their program with
the official UK top-40 singles chart over the past 50 years
to learn as to what makes a song popular. A program like
this might successfully predict the winner of the future
Eurovision competitions, but it cannot predict drastic
changes in the aesthetic values and tastes like atonal music
or abstract art.

Another limitation is that once the algorithmic methods
are known, people alter their behavior in order to achieve
the desired result. I will refer to this as the Minority Report
effect, for it was the basis of a short story with this title by
Philip K. Dick. A case in point is the manipulation of
electoral district boundaries in the US by individual parties
in order to give them a demographic advantage, which is
known as Gerrymandering (Mann 2006).

Conclusions: Assuming that the autonomous decision-
making systems are here to stay, and that there will be
situations in which they will be making moral and ethical
decisions, in order that these decisions are accepted by
many (if not all) humans, it is crucial to generate
explanations underlying those decisions that are
psychologically convincing. To emphasize, a rational or
logical explanation is not always psychologically
compelling. So even though a machine may make a
decision based on some calculated probabilities based on
logic, it is important to explain it from a psychological
point of view. This is illustrated by the experience of the
designers of one of the first expert systems Mycin
(Shortliffe 1976), which was found to be lacking in
explanations, and this feature was added later in Emycin
(Ulug 1986).

More recently, the same concern was echoed by the head
of Google’s self-driving car project Dmitri Dolgov: “Over
the last year, we’ve learned that being a good driver is
more than just knowing how to safely navigate around
people, [it's also about] knowing how to interact with
them.” (Quoted in Wall 2016). BBC Technology Editor,
Matthew Walls notes: “Driving isn’t just about technology
and engineering, it’s about human interactions and
psychology.” The same can be said about moral decision-
making: it is not just about rationality and logic. To make
moral decisions that can be supported by psychologically
acceptable explanations, it is important to research how
humans reason and what arguments they find persuasive,
and incorporate this ability in robots and other autonomous
systems. We have outlined an approach to model this
aspect in our earlier research (Indurkhya and Misztal-
Radecka 2016), and are working towards implementing
these ideas.
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Abstract

This article briefly explores how fictional representations
of companion robots and an ethics of vulnerability can
help make ethical decisions regarding the use of sex ro-
bots.

Companion Robots and Human Vulnerability

Providing or expressing care and affection is one of the
primary functions in our current conception of companion
robots. These robots can be used in therapeutic contexts,
engaging and monitoring the emotional and mental needs
or states of the elderly or mentally ill, in familial domestic
contexts providing entertainment by participating in affec-
tive interactions, or in the intimate sphere simulating the
emotional and physical companionship of a romantic part-
ner. While the apparent similarities of these contexts might
not be visible at first, what has all too often been over-
looked in the widely varying needs of these human partici-
pants is their commonly shared vulnerability. This funda-
mental characteristic of humanity, vulnerability, has been
associated with susceptibility to harm and violence and is
both reductive negative as Erinn Gilson argues in her re-
cent book The Ethics of Vulnerability: A Feminist Analysis
of Social Life and Practice (2013). Gilson engages the
reader with a broader conception of vulnerability defined
as a condition of potential in which one is open to being
affected by the environment and by others, “an unavoida-
ble feature of life and, as such, is not simply an opening to
harm but an opening to all experience, negative, positive,
and ambiguous” (24). It is the very condition which allows
for relationship to exist. In the case of human-machine
interactions, it would not seem to be a shared quality and it

is debatable as to whether or not a shared vulnerability is
technically possible or ethically desirable.

Are some users more vulnerable than others?

In recent considerations regarding companion robots, the
vulnerability of the human interacting with the machine
has often been defined by their capacity to know whether
or not they are interacting with a machine or not and
whether they accord sentience or not to the machine, crite-
ria that most often apply to the elderly, the mentally im-
paired or to children, but any user can be susceptible to or
have the desire to maintain this perception. Within Gil-
son’s framework, any human user is a vulnerable user and
ethical and moral consequences result. By these same
standards, whether or not vulnerability could and should be
extended to the machine itself depends on how we deter-
mine what it means to be “affected”, raising the question
of its potential status as moral patient. David Levy, in his
2007 book Love + Sex with Robots, describes machines in
which this line could become blurred, extending Turing’s
test of machine intelligence to the emotional and consen-
sual (if it looks like it is expressing emotion, it has emo-
tions; if it says that it consents and behaves in a way that
demonstrates consent, it is consenting). Whether these
assertions are valid or a vulnerability Turing test would be
of any moral and ethical utility remains to be seen; what is
of interest here is expanding the notion of vulnerability to
all human users of robotic companions so that we can ask,
if not answer, better questions regarding the ethical impli-
cations of their use. What are at stake are the types of hu-
man subjectivity that could be created in scenarios in
which vulnerability is a factor sine quo non that founding a
relationality whose authenticity is questionable in these
contexts. In an essence, what type of human subjects do
we want companionate technology to give us the possibil-
ity of becoming?
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Imagining feeling machines and...

For the moment, the realm of the feeling machine remains
that of science fiction as only authors and screenwriters
explore the possibility for artificial sentience and feelings
and express the desirability of moral patiency being grant-
ed to these machines as a result. It could be hoped that this
remains a pure fiction; the utility of these fictional consid-
erations for this paper are their numerous depictions of
human vulnerability and subsequent rejections of human
vulnerability that interaction with a machine and not an-
other human allows. This paper will be draw on examples
from He, She and It (1991)by Marge Piercy and Tomor-
row’s Eve (1886) by Auguste Villiers de I’Isle-Adam,
however science fiction films such as Her (2013), Ex
Machina (2015), Bladerunner (1982)and A.l .(2001) con-
tinue to raise these same questions.

In her 1991 novel feminist speculative fiction author
Marge Piercy retells the legend of the golem in a 2059
dystopian America in which environmental catastrophe has
struck and large corporations have dictatorial control over
the daily lives of their workers. Piercy introduces her read-
ership to Yod, a robot designed to protect the small en-
clave of resisters that create him. Shira, a young woman
responsible for socializing the robot, falls in love with him
and much of the plot of the novel revolves around their
unlikely relationship.

In Tomorrow’s Eve, a young Lord Ewald seeks the assis-
tance of Thomas Edison in order to replace the young but
purportedly foolish woman with whom he has fallen in
love, with a mechanized semblance of her more in keeping
with his demanding standards in a companion. Edison is
more than happy to oblige, sympathetic to his plight, yet
tragedy strikes the misogynist Ewald at the end of the
novel.

...the humans that love them

These two depictions of fictional characters seeking me-
chanical companionship, Shira and Lord Ewald, share
experienced disappointments with their former human
companions. Shira, having been deprived of her maternal
rights by her ex-husband, seeks a companion who will help
her to restore those rights and serve as a protector for her-
self, her son, and her community. Yod gladly obliges her
by playing a paternal and protective role, ultimately sacri-
ficing himself for the welfare of all. Lord Ewald is infatu-
ated by Miss Alicia Clary for her beauty, yet finds what he
calls her “soul” deficient. The arrival of the real Miss Ali-
cia Clary at the end of the novel allows the reader to sup-
pose that what might be at stake is not so much her intel-
lect as her pragmatic refusal to submit to his whims. The
highly conventional nature of the gender roles depicted in
these works strike the reader, as do the ways in which the

human protagonists desire robotic companions which al-
low them to exert control over their social circumstances,
heightening their personal agency in order to diminish
their self-perceived vulnerabilities. Both also explore the
ways in which Yod and Hadaly (the mechanical Alicia
Clary) may or may not be affected by their human com-
panions. The feminist implications of the first work and
the misogyny of the latter function as two ends of the spec-
trum of possibilities for companion machines; the ethical
implications of robotic companions are neither clear cut
nor simple.

The refusal of human vulnerability for the primary users of
romantic companion robots could be likened to Gilson’s
considerations regarding the interstices of the ethics of
vulnerability and pornography. Gilson posits that by refus-
ing openness to others and embracing invulnerability a
form of entrepreneurial subjectivity is created with ethical-
ly damaging consequences in which “responsibility for risk
and for common human vulnerabilities is increasingly
privatized rather than shared” (Gilson 98). We see how the
scenarios for use imagined by David Levy envelop the
human user in a closed sexual system in which individual
desires are mirrored but not truly shared by a robotic com-
panion. Concerns raised by Gilson are also echoed in
Kathleen Richardson’s work which establishes a connec-
tion between sex robots and the exploitative possibilities of
sex work. What many imagine, and what science fiction
tells us, is that companion robots are desirable objects not
just for sexual gratification, but also as the means for es-
tablishing invulnerable forms of relationality from which
risk is absent. However, this desire for invulnerability is
what precludes authenticity in human relationships. These
considerations could be extended to develop an expansive
notion of vulnerability when considering human users of
companion robots in general and the consequences of non-
mutuality or artificial reciprocity.
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Abstract

As technology is expected to become even more human
centred, the potential for empowerment through the use of
robotics is nuanced by a set of tensions or risks upon hu-
man safety, privacy, integrity, dignity, autonomy and data
ownership. While much of the promise held in these tech-
nological innovations remains to be fully realised, the ex-
pansion of robotics into new areas of human interaction
and activity is expected to be followed by a profound set of
shifts in the way individuals perceive some fundamental
concepts such as companionship or intimacy. The 'human-
centered‘ turn in robotics technologies raises ethical ques-
tions already at the design phase as it involves the gather-
ing and volunteering of data, and the involvement of lay
people in experimentation with robotics for the program-
ming of the necessary algorithms.

Research funders and policymakers in the field of science
and technology at the EU level increasingly make use of
socioethical factors as their basis for decision-making. At
the EU level, ethics embeddedness is provided through the
form of institutional structures that are acting as centers of
ethical expertise. This is seen as part of the so-called re-
sponsible innovation narrative. Based on the author’s expe-
rience with the EU’s Ethics structures, the paper will ex-
amine the reasons behind the development of an ethics
governance framework at the EU level and will provide a
mapping of the main challenges associated with the gradu-
al strengthening of the ethical component of EU's research
policies.

It will then shed light on the operation of ad hoc research
ethics committees created for the purposes of EU-wide
ethical evaluations and will assess whether the process for
the establishment of an EU-wide institutional framework
for the responsible conduct of research indicates a tenden-
cy for the establishment of centralized Community ethical

standards. By focusing on the operation of the EU Ethics
Review Panels, the objective of the paper is to analyse the
procedural approach towards research ethics followed at
the EU level and the opportunities as well as the challenges
that this entails especially for robotics.

The paper will then highlight the main points of the recent-
ly drafted report of the European Parliament in relation to
the ethical and legal aspects of robotics and will present the
arduous process for its formulation.

In view of the upcoming human-centered challenges, a
governing/guiding framework for the design, production
and use of robots is needed to guide and/or compliment the
respective legal recommendations or even the existing na-
tional or EU acquis. The proposed framework takes the
form of a code of conduct for researchers/designers and
users, a code for ethics committees when reviewing robot-
ics protocols and of 2 model licences for engineers and
users. The framework will be based on the principles en-
shrined in the EU Charter of Fundamental Rights (such as
human dignity and human rights, equality, justice and equi-
ty, benefit and harm, non-discrimination and non-
stigmatization, autonomy and individual responsibility,
informed consent, privacy and social responsibility) and on
existing ethical practices and codes.

The values enshrined in the EU Charter of Fundamental
Rights represent the normative framework on which a
common understanding of the ethical risks associated with
the operation of robots could be built. Still, judgements
about the ethical soundness of robotics applications depend
significantly on the specific context of application and the
findings of the respective risk assessment process. As a
result, the report has been strongly inspired by the stream
of engineering ethics that places special responsibility on
the engineers involved in the making of the machine with
the focus on the moral decisions and responsibilities of
designers.



Within this frame, the main tenets of the report - including
the proposed (ethics-related) Magna Charta of Robotics)
will be discussed and particular attention will be paid to the
various ways the draft report is inspired and guided by the
field of machine ethics and machine law.

Moreover, a detailed analysis of the legal backcasting pro-
cess that was initiated in the frame of this drafting process
will be provided. This reflection process was used for the
first time as part of a foresight exercise conducted by the
European Parliament. The overarching purpose of this 'le-
gal backcasting' phase was to support the European Par-
liament (parliamentary committees and Intergroups), as
well as the individual Members, to act proactively, when
performing legislative work, in view of the rapid develop-
ments in the field of robotics.

This step of the foresight process, which resulted in brief-
ings for the European Parliament aimed at translating the
findings of the foresight phase in legal terms so as to pave
the way for possible parliament reflection and work. This
phase transformed the outcomes from the previous steps
into a forward looking instrument for the European Parlia-
ment, the parliamentary committees and the Members of
the European Parliament.

It consisted of the following phases:

1.-Identification and analysis of areas of possible future
concern regarding CPS that may trigger EU legal interest;
2. Identification of those relevant EP committees and In-
tergroups of the EP that may have a stake or interest in
these areas;

3. ldentification of those legal instruments that may need to
be reviewed, modified or further specified;

4. Identification of possible horizontal issues of legal na-
ture (not committee-specific, wider questions to think
about);

The analysis looked at the different ways in which the cur-
rent EU legislative framework may be affected by advanc-
es in robotics and by the respective technological trends.
To do so, a scanning of the current state-of-the-art of legis-
lation pertaining to robotics was performed pointing to-
wards mostly areas of EU law that are in need of adjust-
ment or revision due to the initiation of emerging robotics
technologies. The focus has primarily been on whether
robots raise particular legal concerns or challenges and
whether these can be addressed within the existing EU
legal framework rather than on how human behaviour
might be regulated through robotics.

The focus on the existing EU legal framework does not
necessarily imply that all robotic applications by and large
can be accommodated within the current boundaries of EU

Law or that the adoption of a uniform body of law or of a
single legal approach towards CPS as a whole (a form of
lex robotica) should be excluded given the transnational
character of some of these challenges.

Although the regulatory implications of robotics can be
approached from a variety of legal perspectives, the legal
analysis does not attempt to prejudge what will eventually
be the most appropriate instrument in each case. For some
types of applications and some regulatory domains, a re-
view is recommended, while for some others, robotics can
possibly be regulated by modifying existing directives or
regulations following a case-by-case approach, internation-
al conventions or soft law approaches such as guidelines,
codes of conduct, or standards drawn up by professional
associations or technical standardisation organisations such
as the International Organization for Standardization 1SO
or European organisations such as CEN and CENELEC.

Given the cross-sectoral nature of robotics as an object of
ethical and legal inquiry, the paper pays particular attention
to the constraints and safeguards that the draft report is
planned to introduce so as to allow decision-makers and
stakeholders to handle and eventually control tensions or
risks upon human safety, privacy, integrity, dignity, auton-
omy and data ownership.
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This essay argues that the question of computability of
ethics in autonomous machines is a nonsensical one. It
is nonsensical because the question attempts to endow
a computer with some metaphysical qualities which,
because of its nature, a computer does not have and
considering what computing and ethics are, in high
probability never will have (f. ex. Wallach, Allen
2009). The main theses of this paper are that:

e Confounding ethics with the performance of com-
puting machines leads to a categorical error and
misunderstanding of what computing machines

are, what they do and what ethics is.

e Development of autonomous machines should
concentrate on producing software that creates
‘safe’ machines not ethical automata, as this
would imply qualities that machine cannot have.

Ethics, for some of us, is a set of prescriptions or rules
on how to live a good and rewarding life as an individ-
ual and as a member of a society (Burke 2008; Vardy
Grosh 1999; Maclntyre 1998). Such a concept of ethics
may be reduced, as is often the case, to a set of rules
specifying what to do. Such a set of rules, based on
Hobbesian, Kantian, Mills or other ethical schools, can
be to some extent translated into a computer algorithm;
no assumptions of any ‘metaphysical’ dimension of the
actor are assumed in this case. Then, if a machine is
programmed according to these rules, one may claim
that it possesses ethical qualities or is an ethical ma-

chine (Anderson Anderson 2010).  But ethics is more

than just rules. Ethics comes as a package deal. Ethics
(implicitly or explicitly) requires free will, conscious-
ness, a concept of good and wrong, an understanding
of responsibility (of “oughts” and “oughts not”) (Mac-
Intyre 1998; Veach 1973, Sandel 2010), and some
comprehension of reality around us. A lot of deep met-
aphysics is involved in the concept of ethics, such as
free will, good life, or the individual. Dispensing with
metaphysics leaves ethical statements groundless.

Autonomous machines (f. ex. Human Rights Watch
2015; Floreano at al. 1998; Patrick et al. 2008; Ni
2016), or machines that act in the environment without
direct command or involvement from man, are all in
essence computers. The difference between them and
a laptop is that these machines can walk, fly, float,

maybe talk, maybe move around, shoot, kill and do
other things; in short they can interact with us. An au-
tonomous machine may be a vacuum cleaner or it
could be a computer in the guise of a beautiful woman,
a drone loaded with deadly weapons, or a 10 ton truck.

All of these ‘things’ are programmed devices based in
their core, as all computing devices are, on the Univer-
sal Turing Machine - or the UTM (f.ex. Bulker- Plum-
mer 2011). The UTM is a theoretical device that pro-
cesses strings of Os and 1s, according to few simple
rules, and not much more (f. ex. Feynman 2000; Evans
2011; Tucker 2004). Whatever rules of behavior we
program into a computer or a computing device, they
will always boil down to the enumerations of the se-
quence of the transitions rules of the state machine
(Gowers 2002) in a form of Os and 1s.

By ethics in autonomous machines we would under-
stand a program or a set of rules driving the machine’s
behavior. But as any program in a computing device is
in its essence “the sequence of the transitions rules of
the state machine”, ethics implemented in a computer
device, or * computer ethics’, is no more or no less than
just that.

What is non-computability ? In the most simplistic
terms non-computability means that for a given task,
or an input, the computing device cannot (in reasona-
ble time or at all) reach the ‘END’ of a program; it
keeps computing or gets stuck; a computer program,
by definition, is a procedure that at some point will
end, providing some results (Evans 2011). The non-
computability of a program indicates that computer
was given a task that cannot be computed,; it is not the
program that is wrong, there is nothing wrong with a
computer itself. This is the very nature of some prob-
lems that they cannot be computed. Thus, non- com-
putability in a way means that the non-computable pro-
gram represents the problem that is not suited for a
computer (f. ex. Cathcart 2013). What does non- com-
putability mean for ethics? It means that ethic is one of
these problems that are not suited for computing ma-
chines (f .ex. Moor 2006, ).

One of the theses of this paper is that the problem of
computability of ethics in computing machines should
not have even arisen because it is, in principle, non-
existent, or as we said nonsensical; it is so as we claim



computing or computability and principles of ethics
belong to two different conceptual realms having noth-
ing to do with each other. What is possibly computable
or not, is not ethics, it is a sequence of simple opera-
tions acted upon in a mechanical way in response to
some, even complex, input. The output of such an eth-
ical program can be regarded as an ethical decision
only by crude equivocation and, only with the help of
the same fallacy a machine with such an algorithm can
be called an ethical machine ( rather than a computing
device with some behavioral rules).

The term machine ethics confounds what ethics is and
what computing is. It would be more intellectually
honest and semantically clean to talk about software
and decision-rules embedded in machines rather than a
machine with embedded ethics, what the term machine
ethics implies. Confusing the meaning of terms will
usually lead to gross misinterpretation of reality, with
serious consequences, as for example Varoufakis
shows in his analysis of the roots of the 2008 economic
crash (Varoufakis 2015).

Without deep metaphysics we may produce an “ethical
machine” akin to a psychopath (Zizek 2006), not an
ethical individual. By a psychopath I mean an individ-
ual that makes logical decisions (using his logic) but
not ethical. This points is however lost and research
multiplies in which the term “machine ethics” or simi-
lar is used to denote the procedures controlling compu-
ting devices (f. ex. Wallach et. al. 2010; McDermott,
2008; Torrance 2008). Our task, the task of philoso-
phers, engineers, scientists, should be to point out the
misuse of terminology, so the confusion between what
is what, and consequences of thinking with washed out
terms, are minimized.

Disregarding differences between ethics and compu-
ting will inevitably lead in the most benign case, to cat-
egorical mix-up (upsetting no-one but philosophers)
and in the worst case to the total confusion over what
we are and what machines are. Blurring of the bound-
aries between us and artifacts creates a potentially poi-
sonous admixture of ideas: calling a set of program-
ming rules running on an autonomous computer “eth-
ics” bestows on it, by virtue of association, all that
comes with ethics: moral responsibility, moral stature,
maybe even free will. Eventually, we assign to such a
machine a personhood and all the rights and responsi-
bilities coming with it ( absconding in the same time
from any responsibilities for what these machines do);
we would call it ‘machine antropomorphisation’.

For autonomous machines the real question is not that
of computability of some ethical rules, but whether we
can develop a program that could prevent machines
from harming us, so we will not become the victims of
our own creation (f. ex. Moor 1979) ; Sci-fi literature

abounds with such dark scenarios (f. ex. Bostrom
2015; Lem 2013).

Several objections to the argument in this paper are
possible. One may claim that the term ‘computability’
may mean not more than just ‘solving a problem’ or
‘making a decision’. Thus computability of ethics
would mean just making ethical decision. Such a use
of the term, however, would actually change the mean-
ing of ‘computability’ from the precise concept related
to the essence of computing to a poetic metaphor be-
longing rather to the realm of literature than technical
discourse, thus making any discussion of computabil-
ity of ethics meaningless.

One could also claim that ‘computing’ is in fact an act
of thinking. But this would make a concept of compu-
ting even more nebulous, as we still are not sure what
is the essence of thinking,; not to mention that noncom-
putability would be rather an odd concept here ( imag-
ine noncomputability of thinking).

One may also point out that using the UTM paradigm
for computing is too limited or restrictive and bound to
the ‘current state of art’. This is obviously true in a
sense that any computing device we know of now can
be reduced to the UTM concept. However, we do not
know any other paradigm of computing and none is on
the horizon. So, as far as we can see, as no new para-
digm of computing is emerging, the current state of art
is for the time being what the future one will be as well.

One can object to the comparison of computers to the
UTM which is a theoretical concept, not an engineer-
ing one, thus having, one may argue, no import into
practical issues. But by the same token one can object
to the modeling of the gasoline engine by the Carnot
principle as the principle is the theoretical one and no-
where visible in the engine.

One could propose that the problems raised in the pa-
per are the results of some linguistic misunderstanding,
we just use wrong words when we talk about machine
ethics. I sense here a linguistic longing that all we have
to do to solve all our philosophical problems is to use
the proper and clear terminology ( use the proper lan-
guage). And in a sense it is true. But it would not get
us into the essence of the problem as the problem pre-
sented here is about confusing concepts rather than
misuse of words. Thus, assuming that our problem is
the ‘linguistic turn” we would just ‘pass the buck’ but
not get into the heart of the matter.

I would rather refuse to consider in this paper any ° if-
¢ scenarios borrowed for example from Blade Runner
or Star Trek. They seem to be more at home in sci-fi
literature than in a philosophical paper, and therefore
should not have any bearings on the presented analysis.
I would end the paper with the quotation by Susan



Schneider “When it comes to Al, philosophy is a mat-
ter of life and death.” (Conn, 2016). Let us bear this in
mind when talking about ethical machines.
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Abstract

The Internet of Things (10T), where objects of the physical
world and the information world are capable of being identi-
fied and integrated into communication networks and be-
come autonomous agents put new constraints on the respon-
sibility of humans and machines. The paper discusses cur-
rent awareness of this problem from the perspective of the
lIoT and Machine Ethics.

Introduction

It is demanded that an intelligent autonomous agent should
make good decisions, based on available data even if the
data is uncertain, missing, noisy or incorrect. Investigating
the question of good and wrong machine actions and also
machine responsibility, one has to take into account the
environmental infrastructure in which the autonomous ma-
chine operates. Currently this is the Internet of Things
(10T) i.e. the global system where the ubiquitous elements
of the physical world equipped in sensors are intercon-
nected via the Internet (Ashton, 2009). The forecast is
(Greenough, 2016) that by 2020 there will be 34 billion
devices connected to the Internet (triple as many as in
2015), from which only one third will be smartphones tab-
lets and watches. Being distributed in various locations
things activate communication generating big data that,
with the development of the system, will become extreme-
ly difficult to be efficiently and automatically managed,
analyzed and understood. Equipped with intelligent soft-
ware agents they will make intermediate decisions that
other agents will rely on and use for their decisions.

Motivation

The standardization body, ITU-T, sets some requirements
on the loT system, including the interoperability among
heterogeneous and distributed systems, autonomic net-
working (self management self-configuring, self-healing,

Copyright © 2015, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

self-protecting) and autonomic services provisioning
(ITU-T Recommendation, 2012). The convergence of natu-
ral environment with technology will lead to the creation
of hybrid ecologies, where the responsibility for both hu-
mans and autonomous machines (robots, autonomous ve-
hicles etc.) will be highly interdependent. Operations will
rely on a multitude of data, decisions and services of dis-
tant, often unknown sources and may cause possible un-
ethical decisions.

Aim
The aim of the contribution is to identify the ethical issues
of the Internet of Things environment in the scope of ma-

chine ethics realm and to recognize lines of research in this
domain.

Methods

First the technical aspects of the loT will be considered.
Then the morally relevant views on the 10T, as discussed in
the literature, will be presented and further opposed to
sample research in Machine Ethics.

Ethical issues related to the Internet of Things

Current perception of the Internet of Things.

The Internet of Things is becoming grounded in the tech-
nology, business and the human consciousness. The re-
search is directed towards approaches that allow things to
become smarter, more reliable and more autonomous,
simply — more intelligent (Kyriazis, 2013). New architec-
tures are proposed permitting things to learn from expe-
rience of the others (Kyriazis, 2013) capturing social beha-
vior and preserving privacy (e.g. by privelets). Smart de-
vices provide a basis for smart homes, smart cities, smart
cars etc. The constantly evolving 10T requires continual
software adaptation and this is moving towards mobile
agents application (Fortino, 2016, Mzahm, 2014). Auto-
nomic things will allow systems to self-manage the com-
plexity, to control the dynamicity of growth and the distri-



bution of the IoT (Leppénen, 2014). They will evolve to
create the knowledge out of data and rules discovered dur-
ing the operation.

The main concern of the 10T ecosystem architects is the
cybersecurity best practices, e.g. network, endpoints and
mobile device protection, data in motion and data at rest
defenses as well as analysis and correlation tools (VVorme-
tric, 2015). Also the need for privacy protection support
and equal access are addressed, especially in high quality
and highly secure human body related services (ITU-T
Recommendation, 2012).

As the Internet of Things infrastructure and services
grow, human opinion is driven towards the benefits that the
technology brings, e.g. utility, well-being, sustainability,
health, safety and security. However it is still unclear how
Internet of Things is going to affect global trends across all
spheres of human existence.

Morally relevant aspects of the Internet of Things

Moral arguments in favor of the Internet of Things are also
accompanied by those raising its dangers and their possible
preventive measures. Authors (e.g. Popescu and Georges-
cu, 2013, Ebersold and Glass, 2016) often recall Wachtel
Report of EC meeting (2012) and Van Den Hoven (2014),
where 11 defining features of 10T were characterized caus-
ing the ethical problems, e.g.:

- ambiguous criteria of identity and system boundaries
because of an easy transformation of natural objects, arte-
facts and human beings,

- electronic identity of objects with various levels of im-
portance, crucial for 10T, but difficult to be managed; even
if not maliciously used, they may be simply wrongly ma-
naged or erroneous,

- unprecedented degree of connectivity between objects
and humans in networks (Connectivity)

- spontaneous and unexpected (for users and designers)
interference of interconnected objects driven by autonom-
ous agents,

- objects with embedded intelligence will make humans
feel cognitively and physically handicapped; some will not
accept the embodiment of extended mind.

There are concerns about the distributed control and go-
vernance of 10T that will be faced with the unpredictable
problems and uncertainty in which neither human, nor an
autonomous machine will have relevant knowledge to
make right/ethical decisions.

The Van Den Hoven group (2012) expects the remedial
response for those constraints in Value Sensitive Design,
i.e. Values Built into Systems and Responsible Design of
Socio — Technical Systems. Engineers are Choice Archi-
tects that design for X, where X is e.g. privacy, inclusion,
sustainability, democracy, safety, transparency, accounta-

bility, human capabilities. However it is still unknown,
how to put these ideas into life.

Context of the research in Machine Ethics.

There is a multitude approaches for and against artificial
morality and as many proposals for solving the problem of
machine ethics or trying to answer whether artificial moral
agents are computationally feasible. The 10T constrained
features impose considerable difficulties on modeling be-
havior of ethical agents. Whether they are rule or data dri-
ven — their behavior, in author’s opinion, can be hardly
predicted in a complicated ecosystem of the loT. Howard
and Muntean (2016) propose a model for an artificial au-
tonomous moral agent (AAMA), which is minimal in its
ethical assumptions. Starting from a set of moral data,
AAMA is able to learn and develop a form of moral com-
petency. As a drawback, the authors see the dependency on
the data, their reliability, or the way they were collected.

Some clues for approaching the problem of machine eth-
ics in l1oT environment can be taken from Floridi and
Sanders seminal paper (2004) where the Method of Ab-
straction for analyzing the level of abstraction (LoA) at
which an agent is considered to act is proposed. The LoA
is determined by the way in which one chooses to describe,
analyze and discuss a system and its context. The moral
agenthood, depends on a LoA. This approach was criti-
cized by Grodzinsky and Miller (2008).

The radical view was presented by Hew (2014), who
claimed that “with foreseeable technologies, an artificial
agent will carry zero responsibility for its behavior and
humans will retain full responsibility” and Deng (2015)
concluded “We need some serious progress to figure out
what's relevant for artificial intelligence to reason success-
fully in ethical situations”.

Computer scientists trying to respond to this question
used to rely mainly on logic rules. This approach may
work in static circumstances, but taking decision in a dy-
namically changing ecosystem is much more complicated
and much less predictable (ibid.).

Conclusions

We have presented some issues related to the problem of
Machine Ethics in the dynamically evolving environment
of the Internet of Things, which, because of its complexity,
dependability, unpredictability and dynamics will be hard
to manage as a whole by both humans and machines. For
the same reasons ensuring ethical action or delegating
ethical responsibility to any entity is intricate and abstruse.
Nevertheless the constant research efforts should be made
in this domain together with promoting awareness of ethi-
cal risks from the Internet of Things among researchers
engineers and students. As for now, the knowledge of
those problems is very limited.
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Abstract

The discussion (especially outside the academia) about au-
tonomous vehicles heats up. Many articles discussing the is-
sue of proper design of machines which are able to kill
people have been recently published. The questions were
asked e.g.: who should they rather kill (assuming they have
choice) [Dvorsky 2016] or what kind of ethics should guide
them [Knight 2015]. Of course those ethical questions have
their legal counterparts e.g.: how to design a policy concern-
ing autonomous software or how (and to whom) ascribe a
responsibility for the actions of autonomous software.

Many of those questions pass by rather unnoticed especially
in the domain of the civil (as opposing to criminal) law. The
autonomous software is here but the norms of the civil law
haven’t change so much. The software is treated as a tool
and the responsibility or liability for its actions is distributed
accordingly. The issues of stock trading and concluding
contracts don’t seem to interest the public opinion. But, as
stated before, the approach differs in the case of “killer ro-
bots”.

From the perspective of academic inquiry the situation is
quite opposite [Pagallo 2013]. Many works on the liability
[Cerkaa, Grigienéa, Sirbikytéb 2015], the contract conclu-
sion [Balke, Eymann 2008], [Allen, Widdison 1996], or the
authorship [McCutcheon 2012] exist. However the investi-
gations of how to design the criminal responsibility in
peaceful situations where autonomous software is engaged,
are rather scarce. (The state of affairs is different in the do-
main of war situations [Arkin 2009]).

Nevertheless | would like to examine a profound project of
a design of a criminal responsibility put forward by Gabriel
Hallevy [2013, 2015]. Although | find the project very in-
spiring | will try to show, that some analogies assumed in
Hallevy’s ideas are not fully convincing. I will focus on the
internal critique. | will not discuss some external arguments
aimed at the very idea of criminal responsibility of auto-
nomous software [Cevenini 2004].

Hallevy’s claims may be divided into two categories. The
first one is about the ascription of criminal responsibility to
autonomous software. The second one is about punishing
those autonomous software. In both categories Hallevy
bases his investigations on analogy between criminal re-

sponsibility of legal persons and criminal responsibility of
autonomous software. The proposition is, in its general
framework, very interesting and may be considered quite
practical. However 1 think there are two main discrepancies
which may undermine assumed analogy between legal per-
sons and autonomous software.

The first one concerns the issue of ascription of criminal re-
sponsibility. The problem, I will investigate, reflects the on-
tological difference between legal persons and autonomous
software. Legal persons are held responsible for the actions
initiated (and causally linked) by natural persons. The situa-
tion is different in the case of autonomous software, which
actions are problematic not because of deeds of some natu-
ral person (e.g. user or creator). Those actions may be legal-
ly relevant per se, due to autonomous activity of the soft-
ware. Whilst legal persons and autonomous software resem-
bles each other as artificial human creations, the nature of
its actions differs. In this manner the autonomous software
seems more similar to natural beings than to artificial be-
ings.

Second discrepancy | will examine concerns the area of pu-
nishing autonomous software. Hallevy claims, that punish-
ments applicable to natural persons are translatable not only
to punishments for legal persons but also to punishments for
autonomous software. In my opinion it once more neglects
the ontological difference between legal persons and auto-
nomous software. Assuming that the main rationale for pu-
nishing artificial beings is functional, the above-mentioned
simple translation isn’t fully justified. Modification of the
future activity of software (which is the aim of punishment
within the functional framework) seems attainable by com-
pletely different means, than in the case of legal (as well as
natural) persons. The software has a distinctive feature of
being easily reprogrammable. This important difference
isn’t though implicitly encompassed in the Hallevy’s model.

The Hallevy’s model is a great starting point for investiga-
tion of the possible design of criminal responsibility of au-
tonomous software. However, in my opinion the simple and
elegant solutions it provides aren’t always fully warranted
due to fact, that they dismiss the important difference be-
tween legal persons and autonomous software.
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The legal outcome of recognizing and granting personhood rights to artificial

intelligences and digimmortalized persons.
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Abstract:
The greatest problem in modern legislature is the lack
of foresight, and being enacted mostly in hindsight.
There are several exceptions from this rule, such as
UNCLOS of 1982, or Charter of Fundamental Rights
of the European Union, yet still the technology is
outpacing legislature, like in the field of Drones or
selfdriving cars. This also happens in the field of
artificial intelligence and autonomous robotics law.
Currently no country or international organization
recognizes the issue of autonomous robots, artificially
intelligent learning systems or effects of a whole
brain emulation. As far as academic research in legal
theory goes, such works on possible legal recognition
and capacity for Als has been published by various
scholars since 1980’s, with many approaches and
mixed results.
The development of more complex neural networks,
deep learning systems, cognitive simulation, logical
evaluation programs, is gaining pace with more
investments form private investors, and governmental
or international scientific programs.
There are grave concerns about the legal capcity of an
automous system and unit. Most prior concerns were
based on the lethality of and possible criminal activity
conducted by such system. Most current concerns
revolve around the issues of privacy, transparency,
accountability and dual use. The issue of the
distribution of rights and responsibilities in a legal
environment, where the diffusion of responsibility
and liability occurs between human and non-human
actors, especially when employing the industrial or
machine internet or if the programming is the work of
several unrelated entities.
Similarly, the introduction of legal autonomy and
partial legal capacity might create possibilities in
order to bypass the law, whilst the owner or the
contractor to the unit might try to cover behind a
substitution principle, granting the legal autonomy,
capacity and liability to the unit, therefore dodging
the any civil or criminal liability for the actions
performed by the Al or robotic unit.
Additionally, one must recall that autonomy in
decision making and activities such as recognition
and route planning, doesn’t involve legal reasoning. It
is more difficult to teach an Al system or an

autonomous robot the legal code, than to code certain
behaviors into it’s programming. Otherwise the rules
to which the units must abide might be causing errors,
resulting in damage to property or loss of lives.
However, the increasing number of Al entities in the
fields such as auditing, judicial system, accounting or
strategical decision making might not actually
eliminate humans from the workforce, but keep them
in a supervisory role, as being in charge of the
transparency and accountability of the Al agents.

On the other hand not all approaches to Al and robot
autonomy are based on man-made algorithms or
machine learning. There are a lot of theoretical as
well as scientific approaches in order to create a
biomimetic “bionic” intelligence. While the whole
brain emulation is still the domain of future studies
and science fiction, there had been several
experiments following the path to create a full real
time simulated nervous system, in order to study it’s
behavior, interactions with the environment, and in
the longer perspective to be the basis for creating
novel neurocognitive treatments for severe medical
conditions,

Furthermore, the emulation of a roundworms neural
system into a running software for an experimental
robotic body should be seen as a next step on the path
to digitally preserving a human brain. While an
uploaded brain of a canine might create more ethical
than legal concerns, the legal aspects of emulating a
human being into a form of a software might lead to
either fulfillment of a transhumanist dream, or an
incarnation of a cyberpunk nightmare. In the latter
scenario, the lack of legal recognition for one’s
humanity, after the emulation process, may lead to the
objectification of a former person. This may lead to
instances of forcing one to transfer one’s rights to
another party, in exchange for the vague promise of
being allowed to live free from any harmful
interference, as copyright protected data, not an actual
human being. Thus the two topics, the intelligent
artificial agents and digimmortalized human beings,
join in the case of exploitation of intelligent persons,
that are void of any rights and protection, by current
legislature. That is the legal split between the
libertarian  extropian transhumanism, and the
technoprogressive movement, for the latter would be



less eager to treat Als, autonomous robotic persons or
hiveminds equals, rather using them as slaves to
benefit humanity, by freeing it from the burden of
labour.

The paper will look into several cases of pros and
cons, of Al personhood and Digimmortalized rights,
taking into consideration the problems of physical
and virtual abuse, criminal law, commerce law, the
loopholes in the US maritime law, privacy,
surveillance. It will also look further in problems of
applying the broadened catalogue of persons into the
law as well as several compromise models.

Keywords: Artificial Intelligence, Law, Whole Brain
Emulation, Personhood, Digimmortalization
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This article addresses the question: how to ensure that
artificial agents act in accordance with the law? It is
concerned with the incentive design and the form of the
law, not its substance. It is argued that in order for artificial
agents to act lawfully, they need to have a legal
(normative) component in their source code. This requires
both adequate legal incentives for the artificial agents’
developers/operators to include such a component, as well
as transformations in the form of law and legal databases,
to make legal norms understandable by the machines.

On the factual level, two basic observations should be
made. Firstly, artificial agents (AAs), i.e. both software
agents and robots, Chopra and White (2011.), currently
undertake actions traditionally performed by human beings
(buying, selling, processing data, taking decisions etc.);
and these actions are not legally neutral, i.e. it is
conceivable that artificial agents infringe the law while
undertaking them, Pagallo (2013.), Hallevy (2013.).
Secondly, the law has traditionally been, and still is,
designed assuming that the entities whose behavior it
regulates are human beings, capable of knowing the law
and making a decision of whether to follow it. Artificial
agents, on the other hands, will have these capabilities only
if they are designed with such an ability. Proposals on how
to convince the developers to do so and to how facilitate
this process make up the contribution of this paper.

Theoretical and Regulatory Challenges

The emergence of artificial agents, on the most general
level, gave rise to two classes of legal challenges:
theoretical and regulatory. The former, concerned with
understanding, could be summed up with the question: is
the existing conceptual legal framework adequate to talk
about artificial agents, and if not, how should it be
amended? The latter, functional in nature, could be
summed up with the question: is any regulation on the side
of law necessary, and if yes, how to regulate? As in many
other parts of the law and new technologies scholarship,
many legal authors tend to rush to the regulatory sphere.
However, any regulatory claim is necessarily based on

some, often implicit, (mis)understanding. For that reason,
if the prescriptive regulatory claims are to be operable,
theory should be right in the first place.

The theoretical challenge is therefore addressed first. On
the meta level, the functions of legal concepts are
explained (referring to the reality, convening information
about law’s factual assumptions and the content of norms,
Sartor (2009a.)), the origin of their meaning addressed, the
potential dangers of ‘stretching’ the concepts enumerated,
and a method of creating new ones proposed, Palka
(2016.). On the substantive level, available legal concepts,
together with the scholarly contributions endorsing them,
are critically surveyed.

The regulatory challenge is addressed based on
examples from three fields of law: personal data
protection, unfair commercial practices (advertising) and
discrimination in access to goods and services.

The Extreme Views: Mere Tools vs. Persons

Two extreme views are present in the legal literature: the
‘personalization’ approach and the ‘mere tools’ approach.
According to the former, artificial agents either meet or,
more often, potentially could meet conditions to be treated
as autonomous subjects of rights and obligations and
could/should be granted the status of legal persons, Solum
(1992.). According to the latter, artificial agents are tools
like any other, and the role of law should be to clarify the
liability rules for artificial agents’ actions, Sartor (2009b.).
The author of this article finds both approaches
suboptimal, though for diverging reasons.

The ‘personalization’ approach is often based on
confusion about both the characteristics of artificial agents,
and the content of the legal concept of a person.
Additionally, it does not propose any operable solutions to
the problem of artificial agents’ potentially infringing the
law.

The ‘mere tools’ approach, on the other hand, is a
necessary first step — liability rules should be clear — but
proves insufficient. It is based either on the assumption that
clarifying liability rules is enough to ensure that artificial



agents’ developers and/or users will take necessary steps to
ensure that AAs actions conform with the law; or on the
assumption that the role of law is to punish those who
infringe it, instead of ensuring that it is not being infringed
in the first place.

This article argues that the first assumption (factual) is
not true, while the second assumption (axiological) is
undesirable. Instead, it is argued, the regulation should also
concentrate on the design of AAs, in order to ensure that
they are designed in a way that prevents them from
breaking the law.

The article consists of four sections.

Section One: Where Are We? In Facts and in
Books

This section provides a brief overview of the
characteristics of artificial agents, their categorization
(primarily autonomous and automatic ones), the roles they
already play in socio-economic life, and the legal problems
that their actions give rise to. It also surveys the state of
the art in the legal literature.

Section Two: Why Exactly Personification of
Artificial Agents Does Not Solve Any Problem?

This section takes up the question: could/should artificial
agents be granted the status of legal persons? Even though,
according to the author, the negative answer is quite
straightforward, there is a value in explaining why exactly
this is so. In order to answer this question, the legal
concept of a ‘person’ is reconstructed from the statutory
and the doctrinal legal discourses and compared with the
characteristics of AAs. The concept is reconstructed on the
rules level (persons maximize utility, can err, are driven by
emotions etc.) and on the meta-level (persons can know
what the law is, are capable of applying the law to a given
factual situation and taking a moral decision on whether to
follow or infringe it).

The reconstruction of this concept, especially on the
meta-level, proves helpful in explaining how the form of
the law needs to be changed in order to ensure the AAs’
action conformity with the law.

Section Three: Why Ex-Post Policing of AAs’
Actions Proves Insufficient

This section addresses the question: is clarifying the rules
on liability for AA’s action sufficient to guarantee that
their developers/operators take all the necessary steps to
ensure that AAs act in accordance with the law? The
negative answer is given, based both on the empirical data,
Sweeney (2013.), and on the law and economics analysis
of potential costs and benefits of (non-)ensuring. It is
argued that currently, due to a very low level of detection

of law infringement by AAs, and in consequence very low
level of enforcement, the cost of ensuring the AAs are law-
abiding by design exceeds the cost of not doing so.

Section Four: Towards ‘Law-abiding by Design’
Avrtificial Agents

In this section it is argued that, given the characteristics of
the artificial agents, their regulation should be a mix of ex
post policing (as in the ‘mere tools’ approach) with the ex-
ante regulation. The latter would require AAs
developers/users to ‘code in’ normative components in to
the AAs code, sanctioning a lack of doing so even if AAs
do not infringe the law; as well as their registration. This,
however, should be facilitated by the regulators effort to
create legal texts and legal databases in forms
understandable by machines. The types of challenges one
faces while trying to formalize the law are described
(stemming both from the vagueness of legal concepts and
the nature of legal reasoning), in order to provide an
insight into the legal part of the puzzle for the engineers.

Conclusions

The paper concludes that, on the theoretical level, none
of the available legal concepts fits well when used to refer
to artificial agents, a new one is needed, and suggest a
possible one. On the regulatory level, supplementing the
ex-post policing with ex-ante regulation of the artificial
agents’ design is necessary. Questions left open, as well as
suggestions for further research, especially
interdisciplinary  cooperation between lawyers and
engineers, are enumerated.
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Abstract

We ponder on the teachings of human moral evolution
studies for machine ethics.
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Teachings

Added dependency on cooperation makes it more competi-
tive to cooperate well. Thus, it is advantageous to invest on
shared morals in order to attract partners who will partake of
mutual and balanced advantages.

This evolutionary hypothesis inspired by mutualism (Bau-
mard 2010)—itself a form of contractualism (Ashford and
Mulgan 2012)—contrasts with a number of naturalist theo-
ries of morality, which make short shrift of the importance of
cognition for cooperation. For example, the theory of reci-
procity, in ignoring a wider cognitive capacity to choose and
attract one’s partners, forbids itself from explaining evolu-
tion on the basis of a cooperation market.

Indeed, when assigning all importance to population evo-
lutionary mechanisms, naturalist theories tend to forget the
evolution of cognition in individuals. Such theories habitu-
ally start off from evolutionary mechanisms for understand-
ing the specificity of human morals: punishment (Boyd and
Richerson 1992; Sober and Wilson 1998), culture (Hen-
rich and Boyd 2001; Sober and Wilson 1998), political al-
liances (Boehm 1999; Erdal et al. 1994). According to Bau-
mard’s hypothesis, morality does not emerge because hu-
mans avail themselves of new means for punishing free-
riders or for recompensing cooperators, but simply because
mutual help—and hence the need to find partners—becomes
much more important.

In summary, it’s the development of cooperation that in-
duces the emergence of morals, and not the stabilization of
morals (via punishment or culture) that promotes the devel-
opment of cooperation.

Experimental results are in line with the hypothesis that
the perfecting of human intuitive psychology is responsible
for the emergence of morality, on the basis of an improved
understanding of the mental states of others. This permits
to communicate, not just to coordinate with them, and thus

extend the domain cooperation, thereby leading to a disposi-
tion toward moral behaviors. For a systematic and thorough
account of research into the evolutionary origins of morality,
see (Krebs 2011; Bowles and Gintis 2011).

At the end of the day, one may consider three theories
bearing on three different aspects of morality: the evalua-
tion of interests for utilitarianism, the proper balance of in-
terests for mutualism, and the discharging of obligations for
the virtues principled.

A naturalistic approach to moral sense does not make the
psychological level disappear to the benefit of the evolution-
ary one. To each its explanation level: psychology accounts
for the workings of the moral sense; sociology, for the social
context that activates it; and a cupola theory, for the evolu-
tion of causes that occasioned it (Sperber 1997). Moral ca-
pability is therefore a “mechanism” amongst others (Elster
1998), as are the concern for reputation, the weakness of the
will, the power to reason, etc.

An approach that is at once naturalist and mutualist al-
lows escape from these apparently opposite viewpoints: the
psychological and the societal. At the level of psychological
motivations, moral behavior does neither stem from egotism
nor altruism. To the contrary, it aims at the mutual respect
for everyone’s attending interests. And, simultaneously, it
obeys the logic of equity. At the evolutionary level, moral
behavior is not contradictory with egotism because, in hu-
man society, it is often in our own interest to respect the
interests of others. Through moral motivations, we avail
ourselves of a means to reconcile the diverse individual in-
terests. Morality vies precisely at harmonizing individual
interest with the need to associate, and profit from coopera-
tion, by adopting a logic of fairness.

The mutualist solution is not new. Contractualist philoso-
phers have upheld it for some time. Notably, they have fur-
nished detailed descriptions of our moral capacity (Thom-
son 1971; Rawls 1971). However, they never were able to
explain why humans are enabled with that particular capac-
ity: Why do our judgments seek equity? Why do we behave
morally at all?

Without an explanation, the mutualist theory seems im-
probable: Why behave we as if an actual contract had been
committed to, when in all evidence one was not?

Past and ongoing evolutionary studies, intertwining and
bridging cognitive and population aspects, and both becom-



ing supported on computational simulations, will help us
find answers to that. In the process, rethinking machine
ethics and its implementations.

According to (Boehm 2012), conscience and morality
evolved, in the biological sense. Conscience evolved for
reasons having to do with environments humans had to cope
with prehistorically, and their growing ability to use group
punishment to better their social and subsistence lives and
create more equalized societies. His general evolutionary
hypothesis is that morality began with having a conscience
and that conscience evolution began with systematic but ini-
tially non-moralistic social control by groups.

This entailed punishment of individual “deviants” by
bands of well-armed large-game hunters, and, like the en-
suing preaching in favor of generosity, such punishment
amounted to “social selection”, since the social preferences
of members and of groups as a whole had systematic effects
on gene pools.

This punitive side of social selection adumbrates an im-
mediate kind of “purpose”, of large-brained humans actively
and insightfully seeking positive social goals or avoiding so-
cial disasters arising out of conflict. No surprise the genetic
consequences, even if unintended, move towards fewer ten-
dencies for social predation and more towards social coop-
eration. Hence, group punishment can improve the quality
of social life, and over the generations gradually shape the
genotype in a similar direction.

Boehm’s idea is that prehistoric humans made use of so-
cial control intensively, so that individuals who were bet-
ter at inhibiting their own antisocial tendencies, by fear of
punishment or by absorbing and identifying with group’s
rules, garnered a superior fitness. In learning to internalize
rules, humankind acquired a conscience. At the beginning
this stemmed from punitive social selection, having also the
strong effect of suppressing free riders. A newly moralis-
tic type of free-rider suppression helped evolve a remark-
able capacity for extra-familial social generosity. That con-
science gave us a primitive sense of right and wrong, which
evolved the remarkable “empathy” which we are infused
with today. It is a conscience that seems to be as much
a Machiavellian risk calculator as a moral force that max-
imizes prosocial behavior, with others’ interests and equity
in mind, and minimizes deviance too. It is clear that “bi-
ology” and “culture” work together to render us adaptively
moral.

Boehm believes the issue of selfish free riders requires
further critical thought, and that selfish intimidators are a se-
riously neglected type of free rider. There has been too much
of a single-minded focus on cheating dominating free rider
theorizing. In fact, he ascertains us the more potent free rid-
ers have been alpha-type bullies, who simply take what they
want. It is here his work on the evolution of hunter-gatherer
egalitarianism enters, namely with its emphasis on the ac-
tive and potentially quite violent policing of alpha-male so-
cial predators by their own band-level communities. Though
there’s a large literature on cheaters and their detection, free-
rider suppression in regard to bullies has not been taken into
account so far in the mathematical models that study altru-
ism.

“For moral evolution to have been set in motion,” Boehm
(Boehm 2012) goes on, “more was needed than a preexist-
ing capacity for cultural transmission. It would have helped
if there were already in place a good capacity to strategize
about social behavior and to calculate how to act appropri-
ately in social situations.”

In humans, the individual understanding that there exists
a self in relation to others makes possible participation in
moral communities. Mere self-recognition is not sufficient
for a moral being with fully developed conscience, but a
sense of self is a necessary first step useful in gauging the
reactions of others to one’s behavior and to understand their
intentions. And it is especially important to realize that one
can become the center of attention of a hostile group, if one’s
actions offend seriously its moral sensibilities. The capacity
to take on the perspective of others underlies not just the
ability of individuals in communities to modify their behav-
ior and follow group imposed rules, but it also permits peo-
ple acting as groups to predict and cope insightfully with the
behavior of “deviants.”

Social selection reduced innate dispositions to bully or
cheat, and kept our conscience in place by self-inhibiting
antisocial behavior. A conscience delivers us a social mirror
image. A substandard conscience may generate a substan-
dard reputation and active punishment too. A conscience
supplies not just inhibitions, but serves as an early warning
system that helps prudent individuals from being sanctioned.

Boehm (Boehm 2012) wraps up: “When we bring in
the conscience as a highly sophisticated means of channel-
ing behavioral tendencies so that they are expressed effi-
ciently in terms of fitness, scenarios change radically. From
within the human psyche an evolutionary conscience pro-
vided the needed self-restraint, while externally it was group
sanctioning that largely took care of the dominators and
cheaters. Over time, human individuals with strong free-
riding tendencies—but who exercised really efficient self-
control—would not have lost fitness because these preda-
tory tendencies were so well inhibited. And if they ex-
pressed their aggression in socially acceptable ways, this in
fact would have aided their fitness. That is why both free-
riding genes and altruistic genes could have remained well
represented and coexisting in the same gene pool.”

Conclusions

For sure, we conclude, evolutionary biology and anthro-
pology, like the cognitive sciences too (Hauser 2007; Gaz-
zaniga 2006; Churchland 2011; Greene 2013; Tomasello
2014), have much to offer in view of rethinking machine
ethics, evolutionary game theory simulations of computa-
tional morality, and functionalism to the rescue (Pereira
2016).
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